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Abstract
Mandelbrot (1963) has been the first to question the simple logic of the Capital Asset
Pricing Model (Elton e Gruber 1981). In financial markets, he pointed out, are present
complex phenomena as the Noah effect (periodical large shocks) and the Joseph effect
(positive trends tend to be followed by positive trends; the same is true for negative
trends). The author believes that even more complex underlying patterns may be
found. In this paper, which is of a pure experimental nature, and whose aim is at the
moment purely descriptive, the likelyhood of the existence of a complex web of
straight lines, so popular in technical analysis, is investigated and it is found that it has
a credible foundation. A cyclic non-periodic structure of trends comes to the surface in
addition. These results, as many others referenced to in the bibliography, question
seriously wether even modern statistical theory (Gnedenko and Kolmogorov 1954)
may be adequate to describe such complex phenomena.
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Introduction
One of the paradigms of the so-called technical analysis is that each real time-series is
formed by a sequence of linear trends.
This means for instance that the straight lines drawn in figure 1 by simple visual
inspection have a sense.
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To understand if such a sense is actually there, the author has devised the method
described in what follows, whose proposed name is HYPIN an acronim for Hyper-
Interpolation Analysis.

The Procedure
We will assume we are analyzing a sequence of n samples, that are the rercorded
prices of a financial asset, precisely the index of the italian Bourse; the results may
well apply to other areas of investigation too.
The procedure is as follows.
1. The computer scans all the time series:

si, i=1,2,..., n

starting from the first sample.
2. For each sample a linear interpolation of the next l-1 samples:

si, si+1, si+2,..., si+l-1, i=1,2,..., n-l+1

is made and the major statistical measures  (or statistics for short) computed:
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seoei,l

ci,1

maxci,l

minci,l

rangei,l

respectively:

standard error of estimates
correlation coefficient
maximum estimate of correlation coefficient
minimum estimate of correlation coefficient
range of residuals

(see Appendix 1 for Help Window).
When we talk of correlation coefficient we intend to measure how coherent is the
behaviour of the Bourse index with the passing of time, i.e. with a straight line.
It is assumed that the outputs of the calculations referred to above are observations of
one single underlying statistical process which is not observable as such. It is assumed
in addition that each output is independent from all the other ones.
As regards the above mentioned statistics, we will say also that they are drawns from
a population of possible drawns, and we will assume such population is well-
described by the averages of such statistics. Such averages are unobservable as well,
but it is assumed that they can be estimated by ordinary statistical methods (see point
4).

3. The average and the standard deviation of the statistical parameters detected in 2.
are computed; for instance:

Averagel (seoei,l) = (∑i=1,n-l+1 seoei,l )/ (n-l+1)

4. Then, using the results in 3., the estimate is made concerning the population from
which the statistical parameters computed in 2. are drawn; the unobservable averages
we are looking for are estimated at a 95% confidence level using standard methods
(see Appendix 2 for Help Window).

5. The value of l is increased by one unit, and the process is resumed from point 1.
again.

The Results
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A series of experiments has been performed, as said, on the italian Bourse index. For
instance, analyzing 1995, the results shown in figure 2 for the average value of the
correlation coefficient (absolute value1) have been obtained.
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For almost any value of l the correlation coefficient of the population has not much to
say.The most significant value is around 0.7, which is not what is normally looked for
to be much excited. However local maxima and minima are present, showing that not
all values of l are equivalent, i.e. not all trends were born equal. The first local
maximum is detected at l=39.
When the same calculation is done for 1987, the results shown in figure 3 are found.

                                                       
1 Here one has to use the absolute value as it is expected that the average of the normal correlation coefficient
be almost zero. We will go back to this.
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Here the situation is different: for a larger part of the values of l the correlation
coefficient is significant. But what is more important is that local maxima and minima
are present, but they are not located at the same values of l as before.
Thus a first conclusion may be drawn: the process is not stationary, at least as regards
the value of the random variable l.

Let us now look at the data from another point of view.
Suppose you want to examine, during a period of one year, the behaviour of the
correlation coefficient once the value of l has been fixed.
If we choose l=11 as an instance, the result shown in figure 4, for year 1995, is
obtained.
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The same graph for 1985 has the aspect shown in figure 5.
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In these graphs the maximum and minimum values of the correlation coefficent are
estimated using standard statistical methods (see appendix 1 for the Help Window).
By visual inspection alone, one can hardly detect differences between the two graphs.
What then provoked such differences? There is no other answer than the following:
also in 1995 there were days when a credible 11 days linear trend started (values of
the correlation coefficient well near ±1), but they were too few and too sparse to
justify an estimate of the population significantly asserting that the 11-days-long linear
trends were there.
HYPIN has posted another result: it is able to detect differences that by visual
inspection alone (remember that technical analysis proceeds almost exclusively by
visual inspection) are indistinguishable one another.
But the more interesting aspect that has come out is the following: during one year
period, be it 1985 or 1995, the estimate of the correlation coefficient seems to have a
cyclic non-periodic structure. The name non-periodic is due as, even by visual
inspection alone, a fixed period for the cycles seems unlikely to be found.
The cyclic behaviour of the correlation coefficient gives us the key to understand why
we used a graph of the absolute values of the correlation coefficient to detect its
behaviour against l: as the true correlation coefficient (with its sign) is alternatively
positive and negative, its average would have been near zero.
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A statistc has been computed about the length of such cycles from 1985 to 1995, for a
total of 11 years. Each year the average duration of cycles has been computed and
then, for each year, the maximum and minimum average values estimated with a level
of confidence of 95% (see Appendix 1 for the Help Window). Here are the results:

Maximum Minimum Year
Length Length
21,7147 9,337928 85

    30,50319 12,83015 86
    32,39027 18,22512 87
    24,02687 10,19536  88
    22,47015 11,21406       89
    25,20181 12,13152       90
    5,25964 9,048051       91
     21,0434 10,28993       92
    20,93916 11,27136       93
    23,02822 13,81389       94
    19,68344 10,31656       95

It may be noticed that, if the process does not seem stationary as regards the
significance of the existence of the linear web, on the contrary, once a length l is
chosen, year after year the cycles frequency does not seem to differ much; in this sense
the process shows signs of stationarity. These values again are drawns from an
unobservable population of cycle durations, and we again adopt the point of view that
such population is well-described by average values. We then can estimate such values
by guessing a t-Student distribution (see Appendix 2 for Help Window) for this series
of data, and may compute the confidence limits at 95% of the mean of the population
from which the samples were drawn using the following standard formula (Spiegel
1975):

Max=µ+t0,975*s/(n-1)0,5

min=µ-t0,975*s/(n-1)0,5

where µ is the sample mean, s is the sample standard deviation and t0,975  is 2,20 when
the degrees of freedom are 11; hence:

      Average              Standard          Number of
                         Deviation         Samples
       Max      Min      Max      Min

23,29644 11,69763 4,575948 2,480969     11

and:
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Maximum Minimum
   Maximum value of 26,47993 13,42364
    Minimum value of 20,11295 9,971617

So we may conclude that there is a strong likelyhood that on the italian Bourse, at least
as far as the  index is concerned, sufficiently credible linear trends 11 days long are
present; such trends are alternatively upward or downward directed, and they last from
a minimum of 10÷13 days to a maximum of 20÷26 days, twice as much. Note that the
11 days length is almost centered in the interval of likelyhood of the minimum
duration.

Another phenomenon tackled by HYPIN is the following.
The maximum and minimum values of the correlation coefficient (absolute value) for
an interpolation length of 83 days, in 1987, is reported in figure 6, and a characteristic
behaviour shows up: in practice there have been, during 1987, long periods when each
and every day a credible trend 83 days long started; in other (short) periods the
correlation coefficient dropped at levels that usually, in normal practice, are rejected.
On the first local maximum M1 of the correlation coefficient the situation is the one
depicted in figure 7. In correspondence with the first (and worst) local minimum m of
the correlation coefficient, the situation is the one depicted in figure 8. In
correspondence with the second local maximum M2  we have the situation shown in
figure 9.
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Well, it is apparent: by visual inspection alone the (much) marked differences between
correlation coefficients cannot be detected,  unless one uses too much phantasy
indeed; no really sensible difference can be decided between the three situations just
looking at the pictures.

Within the set of the values (range) of the time series - in this case the italian Bourse
index - there is a subset formed by all the points that are part of a linear interpolation
of length l that has a correlation cofficient higher than a certain threshold t . We will
call this subset a (t,l)-coherent subrange. In figure 10 is shown the (90%, 11 days)-
coherent subrange regarding 1987.
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As can be seen, more than 75% of the time, during 1987, the italian Bourse index was
in a highly credible linear trend 11 days long.
A tentative interpretation, which sounds reasonable, is that do not belong to the
subrange points immediately following the conclusion of a secondary trend in the
sense of technical analysis.

Now, the problem is: is the 11 days length the only credible length? The answer is no.
In figure 11 it is shown that with l=5, more than 85% of the range lies in the coherent
subrange. In a sense, this is what one might have expected, as points that belong to an
11-days linear trend should likely belong also to a 5-days linear trend.
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This phenomenon, if analyzed on a longer time span, namely 12 years from 1985 to
1996 included, show a lower reading (figure 12).
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If such analysis is carried forward, and the same 12 years span is analyzed for different
values of l , the picture shown in figure 13 is displaied, where a quite jagged function
of l comes out, showing local maxima and minima, as well as an absolute maximum at
about 440 days (two trading years).
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Conclusions
The last picture  and the other findings may be summarized as follow:
• the time series is well described for most of the time by a web of linear trends, but
• not all linear trends were born equal: some describe better the time series than

others;
• given a trend length l, it appears credible that positive and negative linear trends of

such length alternate in a cyclic, non-periodic, but stationary fashion.

Appendix 1 - Help Window
We have said that for each sample a linear interpolation of the l samples:

si, si+1, si+2,..., si+l-1, i=1,2,..., n-l+1

is made using standard least squares methods (Spiegel 1975).
Using the same standard methods the correlation coefficient is computed.
The residuals:

di, di+1, di+2,..., di+l, i=1,2,..., n-l+1
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are the differences between each sample and the corresponding value of the linear
interpolation.
The standard error of estimate is the standard deviation of the residuals.
The range of the residuals is the difference between the maximum and the minimum
value of the residuals.

The correlation coefficient is itself a random variable, and its value has been computed
on a sample drawn from an unobservable population which is assumed nontheless to
exist. Thus one important issue is that of estimating the true value of it, namely which
is likely to be, with a confidence level of, say, 95%, the correlation coefficient of the
population from which the sample correlation coefficient was drawn.
To solve this problem (Spiegel 1975) it is used the fact that Fisher's z-transform:

z=0,5*ln((1+r)/(1-r))

- where r is the sample correlation coefficient - has a probability distribution that is is
approximately normal with mean:

µ=0,5*ln((1+ρ)/(1-ρ))

and standard deviation:

σ=1/(n-3)0,5

where ρ is the correlation coefficient of the population and n is the size
of the sample under exame.
Then the value of the correlation coefficient of the population, at confidence level of
95%, lies within plus and minus 1,96 standard deviations from the mean.
Thus as r and n are known, it is possible to compute:

z±1,96*σ=0,5*ln((1+r)/(1-r))±1,96*(1/(n-3)0,5)

which result in the two values:

zm, zM

Then solving for ρ in the two equations:

zm=0,5*ln((1+ρ)/(1-ρ))
zM=0,5*ln((1+ρ)/(1-ρ))

gives the fiduciary limits for the correlation coefficient:
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ρm=(exp(2*zm)-1)/(exp(2*zm)+1)
ρM=(exp(2*zM)-1)/(exp(2*zM)+1)

Appendix 2 - Help Window
Classical and modern statistics (Spiegel 1975; Gnedenko and Kolmogorov 1954) all
deal with the following assumption: when a random variable is to be handled, it is
assumed that there exists an underlying process that generates each drawn of such a
random variable; the characteristics of such a process, though in general not
observable, may be inferred by the oservation of the samples, i.e. of the actual
drawns. We say also that the the samples that we observe are drawns from a
population of possible drawns.
As a matter of fact, when we talk about characteristics of the underlying process, we
talk almost only about tha probability distribution of the above mentioned population,
which is called the limiting probability distribution exactly because it is inferred by
the frequency distributions observed in the samples, in some way through a passage to
the limit.
The most important parameter looked for is the average of the population, and it is
often said that this is the true value of the  quantity we are masuring if we are
measuring something.
Well, it is shown in classical statistics (Spiegel 1975) that such an average may be
inferred using a t-Student probability distribution, and that its true value, - with a 95%
confidence, it is said - may be considered to lie between the following two values:

Max=µ+t0,975*s/(n-1)0,5

min=µ-t0,975*s/(n-1)0,5

where µ is the sample mean, s is the sample standard deviation and t0,975  is a number
which depends on the number of degrees of freedom (which add up to n-1) and which
is deducted from a table of the t-Student distribution. Thus classical statistics allows to
inferr from the mean and the average of the sample which the average of the
population may be, or at least two limits within which such an average is likely to lie.
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